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ABSTRACT

We propose a watermarking scheme to hide copyright
information in an image. The scheme employs visual
masking to guarantee that the embedded watermark is
invisible and to maximize the robustness of the hidden
data. The watermark is constructed for arbitrary im-
age blocks by filtering a pseudo-noise sequence (author
id) with a filter that approximates the frequency mask-
ing characteristics of the visual system. The noise-like
watermark is statistically invisible to deter unautho-
rized removal. Experimental results show that the wa-
termark is robust to several distortions including white
and colored noises, JPEG coding at different qualities,
and cropping.

1. INTRODUCTION

Digital images facilitate efficient distribution, repro-
duction, and manipulation over networked information
systems. However, these efficiencies also increase the
problems associated with copyright enforcement. To
address this issue, digital watermarks (i.e., author sig-
natures) are under investigation. Watermarking is the
process of encoding hidden copyright information in
an image by making small modifications to its pixels.
Unlike encryption, watermarking does not restrict ac-
cess to an image. Watermarking is employed to provide
solid proof of ownership. To be effective, the watermark
must be [1, 2]: perceptually invisible within the host
media; statistically invisible to thwart unauthorized
removal; readily extracted by the image owner; and
robust to incidental and intended signal distortions in-
curred by the host image, e.g., filtering, compression,
re-sampling, re-touching, cropping, etc.

In this paper, we introduce a novel watermarking
scheme for images which exploits the human visual sys-
tem (HVS) to guarantee that the embedded watermark
is imperceptible. Our watermark is generated by filter-
ing a pseudo-noise sequence (author id) with a filter
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that approximates the frequency masking characteris-
tics of the HVS. The image watermark is constructed
by computing watermarks for individual image blocks.
The blocks may be n xm or may be defined in terms of
image objects/regions. This helps deter pirating of im-
age objects. Furthermore, the noise-like watermark is
statistically invisible. We include experimental results
which indicate that the watermark is readily extracted
and robust to common signal processing operations.

2. PREVIOUS WORK

The most common watermarking approaches modify
the least significant bits (LSB) of an image based on
the assumption that the LSB data are insignificant.
Two LSB techniques are described in [3]. The first
replaces the LSB of the image with a pseudo-noise (PN)
sequence, while the second adds a PN sequence to the
LSB of the data. Another LSB data hiding method
called “Patchwork” [1] chooses n pairs (a;, b;) of points
in an image and increases the brightness of a; by one
unit while simultaneously decreasing the brightness of
b;. Several executable software packages (e.g., Stego,
S-Tools) based on LSB approaches are also available.
However, any approach which only modifies the LSB
data is highly sensitive to noise and is easily destroyed.
Furthermore, image quality may be degraded by the
watermark. Other watermarking approaches include
[4, 5, 6].

A method similar to ours is presented in [7], where
the authors hide data by adding fixed amplitude pseudo-
noise to the image. The approach presented here em-
ploys magsking to vary the amplitude of the hidden
data. Specifically, the tolerable error levels obtained
using masking provide us with the maximum amount
the image data may change. Pseudo-noise techniques
are also used in [2], where the N largest frequency com-
ponents of an image are modified by Gaussian noise.
However, the scheme only modifies a subset of the fre-
quency components and does not take into account the
HVS. The watermark we propose here embeds the maz-
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Figure 1: Diagram of new watermarking technique.

mmum amount of information throughout the spectrum.
Since more data is embedded, this scheme is guaranteed
to be more robust to modifications than a technique
which only modifies a subset of the image data.

3. WATERMARK GENERATION

In Fig. 1, we show our watermarking technique. The
initial step consists of segmenting the image into blocks.
Using a traditional approach, the blocks may be n x n
(e.g., 8 x 8 like JPEG). An option at this stage is to
segment the image into blocks of objects and texture
regions. In either case, blocking the image adds detec-
tion robustness to cropping and localized signal pro-
cessing operations. Upon applying a discrete cosine
transform (DCT) to each block, a frequency mask is
computed for each block in a manner similar to low bit
rate coding algorithms [8]. The resulting perceptual
mask is scaled and multiplied by the DCT of a max-
imal length pseudo-noise sequence (author id). Note
that a different pseudo-noise sequence is used for each
image block. This watermark is then added to the cor-
responding DCT block. The watermarked image is ob-
tained by assembling the inverse DCT’s of each block.
Spatial masking is used to verify that the watermark is
invisible and to control the scaling factor.

Pseudo-noise (PN) sequences form the signatures
in our watermarking scheme because of their noise-
like characteristics, resistance to interference, and their
good auto-correlation properties. PN sequences are pe-
riodic noise-like binary sequences generated by length
m linear shift registers [9]. Furthermore, the period
N autocorrelation function has peaks equal to 1 at 0,
N, 2N, etc., and is approximately equal to 1/N, else-
where. These periodic peaks allow the author to syn-
chronize with the embedded watermark during the de-
tection process.

Visual masking models are used to modify the au-
thor signature. Visual masking refers to a situation
where a signal raises the visual threshold for other sig-
nals around it. Both frequency and spatial masking are
employed by our watermarking scheme. Our frequency
masking model is based on the observation that a mask-

ing grating raises the visual threshold for signal grat-
ings around the masking frequency [10]. The model we
use [11] expresses the contrast threshold at frequency
f as afunction of f, the masking frequency f,,, and the
magsking contrast ¢,:

C(f; fm) = CO(f) : Maa:{l, [k(f/fm)cm]a};

where co(f) is the detection threshold at frequency f.
To find the contrast threshold ¢(f) at a frequency f in
an image, we first use the DCT to transform the image
into the frequency domain and find the contrast at each
frequency. Then we use a summation rule of the form
o(f) = X, cf, fm)P]Y/B. If the contrast error at f
is less than ¢(f), the model predicts that the error is
invisible to human eyes.

After adding the watermark in the frequency do-
main, spatial masking is checked. The spatial model
is used to verify that the watermark designed with the
frequency masking model is invisible for local spatial
regions. The model used here is similar to our image
coding model [11] which gives the tolerable error level
for each coefficient. Each watermark coefficient is com-
pared with the tolerable error level obtained to assure
that it is invisible. A visible watermark is rescaled via
a weighting factor.

4. WATERMARK DETECTION

The watermark should be extractable even if common
signal processing operations are applied to the host im-
age. This is particularly true in the case of deliberate
unauthorized attempts to remove it. For example, a
pirate may attempt to add noise, filter, code, re-scale,
etc., an image in an attempt to destroy the watermark.
As the embedded watermark is noise-like and its lo-
cation (based on multiple blocks) is unknown, a pirate
has insufficient knowledge to directly remove the water-
mark. Furthermore, a different m-sequence is used for
each block to further reduce unauthorized watermark
removal by cross-correlation. Therefore, any destruc-
tion attempts are done blindly. Unlike other users, the
author has copies of the original signal S and the signa-
ture. Detection of the watermark is accomplished via
hypotheses testing:

Hy: X=R-S=N
H: X=R-S=W'+N

(No watermark)
(Watermark)

where R is the potentially pirated signal, W’ is the
potentially modified watermark, and N is noise. The
correct hypothesis is obtained by applying a correlating
detector on X with W and comparing with a thresh-
old. In some cases, e.g., spatial rescaling, a generalized
likelihood ratio test must be applied.



5. EXPERIMENTAL RESULTS

To illustrate our watermarking technique, the 256 x 256
grayscale (8-bit) image shown in Fig. 2 was segmented
into 8 x 8 blocks and watermarked. The watermarked
image is shown in Fig. 3. The images appear identical.

We tested the robustness of the watermark to sev-
eral degradations. To model perceptual coding tech-
niques, we corrupted the watermark with worst case
colored noise which follows the image mask. We gen-
erated colored noise with SNR of 10dB and added it
to the image with (hypothesis H;) and without (Hp)
the watermark. The watermarked image with colored
noise is shown in Fig. 4. The hypothesis test was ap-
plied to each block in the image. This testing process
was repeated 250 times. The normalized correlation co-
efficients indicate easy discrimination between the hy-
potheses as shown in Fig. 6. In particular, the corre-
lation coefficient for the image with and without the
watermark was approximately 0 and 1 respectively.

To further degrade the watermark, we applied JPEG
coding at 0.38 bpp (10% quality, c.f. Fig. 5) and 1.32
bpp (50% quality) to each of the images already cor-
rupted with colored noise. Note that the image is sig-
nificantly degraded at 0.38 bpp, yet the watermark is
still easily detected as shown in Fig. 6. It is unlikely
a pirate would do so much irreparable damage to the
image. Setting a decision threshold of 0.15 results in no
decision errors. In Fig. 7, we show the result of applying
JPEG coding at different quality factors to the noisy
image with and without the watermark. It is clear that
the correlation coefficient values for the two hypothe-
ses are well separated for all JPEG coding qualities.
We also investigated cropping robustness by determin-
ing the minimum number of image blocks required to
make a confident decision on whether the watermark is
present in an image (Pp = 1 and Pr < 10~*). Each
noisy image in the above tests was randomly cropped
and tested. The results indicate that only 0.4%, 2%,
and 15% of the image is needed for a confident decision
when coded at 8 bpp, 1.32 bpp, and 0.38 bpp.

For comparison, we implemented the system de-
scribed in [2]. For JPEG coding at 10%, we obtained
(unnormalized) correlation coefficients using their sys-
tem of 5.09 and 2.34 for the same test image with and
without the watermark, respectively. The ratio is sig-
nificantly smaller than ours. While testing their sys-
tem, we were unable to reproduce the detection results
as claimed in [2]. This may be the result of special
post-processing operations they implement. The ro-
bustness of our watermarking scheme to re-sampling,
multiple watermarking, vector quantization, and other
distortions is described in [12].
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Figure 4: Watermarked image with colored noise (SNR Figure 5: JPEG coded version of watermarked image
10dB). at 0.38bpp (10% quality).
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Figure 6: Watermark detection after adding colored Figure 7: Watermark detection after JPEG coding at

noise with and without JPEG coding. different qualities.



